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SUMMARY
A Forecasting Model for Lxchange Rate Changes

Animesh Ghoshal

Floating exchange rates have permitted currency values to
fluctuate widely from year to year, adding a significant risk
component to international transactions. Since the United States
sells over $1 billion of arms a year to NATO Allies and buys
about $100 million of arms from them, currency management tech-
niques are of considerable relevance for the Department of Defense.
This paper is directed to the task of predicting currency move-
ments over the medium term.

Currency forecasting can be successful if lagged relation-
ships exist between underlying economic variables and the actual
exchange rate. In this study, a one-year lag is used, which is
the appropriate time frame for most international business
transactions. Annual economic data for 1972-78 from 20 OECD
countries, most of which have gsecurity treaties with the U.S.,
are used to predict currency movements a year ahead. The tech-
nique used is discriminant analysis, which enables us to classify
countries into two or more mutually exclusive groups. The major
part of the study is concerned with 2-group classification, i.e.,
whether a currency is likely to appreciate or depreciate with
respect to the U.S. dollar. An approach to 3-group classification,
i.e., whether a currency is likely to appreciate 10% or more,
depreciate 10% or more, or change less than 10%, is also made.

The results indicate that the method is quite successful in

identifying currencies likely to appreciate and depreciate. The
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overall classification accuracy is 75%, well above what would
have been expected by chance, The economic variables which turn
out to have significant discriminating power are, in order of im-
portance, relative rates of inflation, relative changes in inter-
national reserves, relative performance of the current account of
the balance of payments, and relative changes in the money supply.

The model appears to be of considerable practical value. The
medium term time horizon makes it appropriate for budgetary
purposes. It predicts the direction, but not the extent, of cur-
rency movements quite well. Most importantly, the forecasts do
not hinge on the ability to forecast independent variables, since
the forecast for a year is based on economic variables from previ-
ous years, all of which are known by April, thus giving at least
8 months early warning of likely changes in exchange rates.

The model is quite simple to use for managerial purposes.
A discriminant function is calculated by computer, assigninq
weights to each of the four economic variables used as predictors.
Once the values of these variables are known (by April for any
given year) for a currency, these can be substituted into the
discriminant function to get the discriminant score for the
currency. This can be done by hand, and the score enables us to
classify a currency as "likely to appreciate" or "likely to de-
preciate" in a given year. This information is useful during the
negotiation of a foreign purchase or sales contract, and can help
in (a) setting a price, and (b) setting the currency of denomination.
It can also be used after a contract has been signed, in the timing
of billings and payments. Finally, the model can be updated each

year, with new information going into the discriminant function.
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A Forecasting Model for Exchange Rate Movements

1. The Nature of the Problem

The U.S. government currently sells about $1 billion of
arms to its NATO allies and buys about $100 million of weapons
from them. Both figures are likely to grow, particularly be-
cause of the recent efforts to improve the coordination of arms
among NATO members. With the June 1975 Flé6 contraét, weapons
productior has in fact became a multinational enterprise. 1In
addition, the U.S. qovernment incurs regular expenditures in
the maintenance of overseas bases, generally paid in foreign
currency. Thus, currency fluctuations have considerable impact
on both revenues and expenditures, and currency management tech-
niques used in international business should be of some value to
the Department of Defense.

Since the advent of floating exchange rates among the major
currencies in 1973, currency values have experienced enormous
fluctuations within relatively short time frames. The fluctu~
ations have been particularly marked for the currencies of the
NATO countries. Taking 1978 as an example, in terms of the U.S.
dollar, the German mark rose 16%, the Dutch quilder rose 15%,
the French franc rose 12%, and the British pound rose 7% between
January and December, while the Canadian dollar fell 8%. Among
the non-NATO countries which might be of interest in the acqui-

sitions and sales area, the currencies of Japan and Switzerland




P

both appreciated 23% against the dollar, and the currency of

Australia showed no significant chanqe.
Such fluctuations in currency values add a significant

risk component to international transactions. If the U.S. had

made a commitment at the beginning of 1978 to purchase certain
German products, to be delivered and paid for in marks at the
end of the year, the change in currency values would have caused
a cost over-run of 16%. (If the transaction had been denominated
in dollars, the German seller would have taken a loss.) On the
other hand, a similar purchase agreement with a Canadian seller,
denominated in Canadian dollars, would have caused cost saving
of 8%. The same kind of risk, of course, also applies to foreign
sales of U.S. goods and services. Thus, a model which provides
early warning of exchange rate changes is very desirable for
parties engaged in international transactions.

Successful currency forecasting is possible where lagged
relationships exist between changes in underlying economic vari-
ables and the actual exchange rate. A number of studies have used

the balance of payments, reserves, borrowings, relative inflation

4

rates, etc. as explanatory variables. The specifid- techniques
- .ld_ l"’ \-; .

used have(;gnged from highly sophisticated mathematical models-
1 G P

to opin;onwgatherinq and "gut feel." In this study’, &e .use a:-
T ’ :
relativegy simple statistical technique, discriﬁinan;,gnglysis.
and readily availab{e economic data, to assist decision maké:s
in foreiqn exchange iisk management.

Our primary objective is to classify countries of interest

into two categories:




(a) those whose currencies are likely to appreciate against
the U.S. dollar, and
(b) those whose currencies are likely to depreciate against
the U.S. dollar.
The time frame used is one year, i.e., the model is designed
to provide one year's warning of likely changes in exchange
rates. While quite arbitrary, the one year horizon appears
short enough to be of practical value for most international
transactions and long enough for underlyina economic forces to
orevail over governmental efforts to resist currency realignment.
The technique used, discriminant analysis, does not enable
us to predict the amount of chanage in the value of a currency,
but only the probable direction of the change. If the currency
is likely to change by a very small amount in terms of the U.S.:

dollar, it might not be worthwhile to take steps to cover against

such a change. It may, therefore, be desirable to establish a
"threshold of significance,” e.g., a 10% change. Thus, our
second objective is to classify our contries into three groups:
(a) those whose currencies are likely to rise 10% or more

against the U.S. dollar,

(b} those whose currencies are likely to fall 10% or more
against the U.S. dollar, and

(c) those whose currency values are unlikely to change by
more than 10%. !

2. The Technique

Multiple discriminant analysis is very useful for such

classification. It is used in many financial institutions for




predictive purposes, particularly for evaluating consumer credit,
the capital adequacy of commercial banks, and the likelihood of
corporate bankruptcy. The objective is to classify a given
population into two or more mutually exclusive groups. The
basic technique is to identify the variables or characterisics
which differentiate the groups and assign these characteristics
weights such that a linear combination can be obtained which dis-
criminates best between the grours. The pattern of weights indi-
cates how much each factor contributes, and in which direction,
to the differentiation between the two groups. The entire profile
of characteristics and their interactions is considered. This
is one of the major advantages of multivariable analysis: we
get a more accurate picture of the nature of group differences
in terms of a given set of variables than we woculd by looking at
each variable separately with no recurd for their interactions
and partly overlapping information.
The lincar combination mentioned above is expressed as:
Z = wlxl + WyXp + WaX3 + ...
where Z is the discriminant score, the X's represent the inde-~
pendent variables, and the W's represent the weights to be assigned
to the variables. The mean value of the Z-score for each group,
known as the centroid, is calcul:ted, and a comparison of group
centroids shows how far apart the groups are along a vector
representing the linear combination. (A geometric representa-
tion is given in Appendix 1.) One can then determine whether
statistically significant differences exist between the groups,

and if so, which of the independent variables account for most

L.




of the differences. The technique can be used for analyzing

differences between groups whose membership is known, or
predicting which group an individual observation should be in,
based on known values for its independent variables.

The discriminant function can be derived using either of
two methods. The direct method considers all the independent
variables simultaneously, and is appropriate when the major
objective is to get the best "fit," regardless of the discrimi-
nating power of each independent variable. The stepwise method
enters independent variables one at a time, beginning with the
single best discriminating variable, then the one best able to
improve the discriminating power of the function in conjunction
with the first variable, and so on, until all significant vari-
ables havr been included. By cthe prccess of sequential selection,
variables which do not improve the discriminating power of the
function are eliminated, and a reduced set left.

After calculating the discriminant function, it can be
checked for its discriminating power. By convention, the function
is discarded unless it is significant at the 0.05 (5%) level or
better.

3. Design of the Study

The data base was constructed using annual figures published
by the International Monetary Fund and the Organization for
Economic Co-operation and Development (OECD)l for 20 countries
listed in Table 1, as well as the U.S., over the years 1972-79.
All countries included had reasonably flexible exchange rates

(year-end exchange rates for the ycars 1974-1979 are shown in




-

|

Table 2) and readily available economic data comparable across
them. Most countries in the group have security treaties with
the U.S.2 The world's most heavily traded currencies are all
included in the analysis.

For each of the 6 years 1974 to 1979, the 20 countries
were first divided into two groups--those whose currencies had
appreciated against the dollar and those whose currencies had
depreciated.3 Overall, there were 69 appreciations and 531 de-
preciations; for particular years, of course, the proportions
varied.

Our dependent variable is whether in a particular year a
country belongs in the appreciating or depreciating group. The
independent variables were selected with two criteria in mind:
first, there should be a logical reason for the variabie to
affect the exchange rate, and second, data regarding the variable
should be readily available. Using results of previous research
in this area, as well as simple economic theory, 6 variables
were selected.

1. International reserves. Trends in reserves should be
an indicator of a country's past external economic performance,
and of its ability to maintain its currency value in the future.
This is applicable even in a world of floating exchange rates,
since governments frequently enter the foreign exchange markets
to support currencies.

2. Money supply. A rapid increase in a country's money
supply, relative to other countries, is likely to hurt the

balance of payments, both in the trade account and in the capital




account, and thereby reduce the demand for the country's
currency in the world market.

3. Price index. According to the purchasing power parity
theory, the change in the exchange rates between two countries
over a period of time should equal the relative change in the
price levels of those countries over the same period of time.
Although there are many theoretical objections against this
theory for short run analysis, relative price changes can be
good indicators of exchange rate changes if they are of sub-
stantial magnitude.

4, Discount rate. Many countries have tried to support
their - currencies by tightening monetary policy, hoping to attract
short term capital inflows. While short term money market rates
would be more appropriate, they are not always available in
comparable form. In any case, changes in the central bank dis-
count rate should be good proxies for changes in money market
rates.

5. Trade performance. Exports relative to imports are very
important in the balance of payments of most countries. Poor
export performance should lead to downward pressure on a country's
currency.

6. Current balance. The current account in the balance
of payments consists of the net balance of imports and exports
of goods as well as services, plus unilateral transfers like
gifts and remittances. The current balance is a good indicator
of a country's external economic performance, and is closely

watched by currency analysts.




In this study, all variables used are in the form of

growth rates rather than numerical quantities (e.g., we use

the rate of growth of reserves for each country). This re-
duces the effects of scale and makes countries of different
economic size comparable. For each country, each ratio is
divided by the corresponding one for the U.S., since we are
interested in the performance of each currency against the U.S.
dollar.

If the model is to be useful! for prediction, the economic
variables used must be from a period earlier than the one for
which the currency forecast is being made. A one-year lag was
used, i.e., we examined the relationship between changes in the
independent variables over one calendar year and changes in
currency values over the next calendar year. As a specific
example, the rates of change in the independent variables between
December 1972 and December 1973 were used to explain the change
4

in currency values in the year 1974.

4, Computation

The Statistical Package for the Social Sciences (SPSS)
Discriminant Analysis program was used in our calculations. (The
program is given in Appendix 2.) Currency changes for the twenty
countries over each of the years 1974 to 1979 ;ere tested sepa-
rately, using economic data from the years 1972~73 to 1977-78.
Both direct and stepwise methods were used. Finally, the process

was repeated using all the years together, instead of a year at

a time,.




The discount rate was found to have no significant explana-
tory power. Moreover, in some cases its sign was positive, in
others negative. This is perhaps because a rise in the discount
rate may reflect either the presence of balance of payments
problems or the implementation of economic policies to strength
a currency. In any event, since the discriminating power was
negligible, the discount rate was dropped as an independent
variable.

The trade performance variable (exports relative to imports),
while having a positive sign (as expected) in practically all
cases, turned out to have negligible discriminating power when
used in conjunction with the other variables. This may be due
to its overlap with both the reserves variable and the current
account variable. 1It, too, was therefore dropped.

For the other four variables, mean values of the 120 obser-

vations from the 6-year period as a whole are presented below.

Group 1 Group 2
Appreciating Depreciating
Currencies Currencies
(69) (51)
Reserves at official 1.2084 0.9508
value (R)
Money Supply (ML1) 1.0539 1.0984
Consumer Prices (P) 1.0209 1.0620
Current Balance (C) -261.6 -1704.2

All values, as explained earlier, are derived from rates of change
relative to the U.S.5
It can be seen that the "appreciating" countries, as a group,

have had a more rapid growth of international reserves, a slower
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growth in money supply, lower inflatioéi and a better current

balance, as one would expect.

On carryina out the discriminant analysis, all of the
four variables were found to have significant discriminating
power in a multivariate framework. Thus, the results of the
direct and stepwise methods are identical. In unstandardized
form, we have the discriminant function:

2=11.25563+1,00719R-3.65752M1-8.03142P+0.00011C (1)

Here we can multiply raw values of the variables associated
with an observation by the corresponding weights to obtain its
discriminant score directly. However, the weights do not repre-
sent discriminating power; that is obtained from the standardized
form of the function, where the mcan discriminant score for all
observations is 0 and the standard deviation is one. The
standardized form of our discriminant function is:

2=0.48600R-0.31368M1-0,.54628P+0.35743C (2)
Each weight now represents the relative contribution of its
associated variable to the separation of the two groups. The
centroids are 0.38935 and ~0.5267Y for the appreciating and
depreciating groups respectively, and the function is significant
at the 0.001 level.

5. Validation

Since the model discriminates significantly between the
two groups, we can how examine how well it classifies each country.
The results for individual years .a.nd countries are shown in Table

3. They can be summarized in a classification matrix:

10




Predicted Group Membership

Actual Group No. of Cases Group 1 Group 2
Group 1 69 54 15
(Appreciating) (78.3%) (21.7%)
Group 2 51 15 36
(Depreciating) (29.43%) (70.6%)

Total Cases 120

The model has correctly classificed 54 of the 69 appreciations,

and 36 of the 51 depreciations, for an overall classification
accuracy of 75%.

The most rigorous test of the predictive power of the model,
however, would be in developing the function on one group (the

analysis sample) and testing it on a second group (the holdout

sample). This is because an upward bias in the prediction ac-
curacy will arise if the same observations are used to develop

and test the function. Accordincly, currency changes over the

year 1979 are used as the holdout sample to test the validity
of the model for prediction. Here, the discriminant function
is developed for currency changes over the five year period

1974-78, and used to predict the direction of currency change
in 1979. The relevant independent variables for 1977-78 are
then entered into the model, which uses them and the weights

derived from the analysis sample to classify the countries in

the holdout sample.7

The results are presented in Table 4. They can summarized

in the following classification matrix:

11
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Predicted Group Membership

Actual Group No. of Cases Group 1 Group 2
Group 1 13 13 0
(Appreciating) (100%) (0%)

Group 2 7 4 3
(Depreciating) (57.1%) (42.9%)

The model has correctly predicted all 13 appreciations, and 3 of

the 7 depreciations in 1979. The overall classification accuracy

is 80%.

The 80% ratio is quite high, but it should be compared with

the a priori chance of classifying countries correctly without

our disriminant function. Since the majority of the classifi-

cation sample (56 out of 100) belonged to group 1, we could have

arbitrarily assigned all 20 members of the holdout sample to

group 1, and achieved a classification accuracy of 65% for 1979.

However, the objective of our research is not solely to predict

the number of appreciations and depreciations, but to identify

correctly members of both groups. The proportional chance

criterion is the appropriate model to use here, and is given by:

¢ =p2 4+ (1-p) 2

where C = proportional chance criterion
P = proportion of observations in Group 1
1-P = proportion of observations in Group 2

Substituting the appropriate numbers, we get
C= (.56)°% + (.44)2
= ,5072

12
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It may be concluded that unless the discriminant function

achieves a classification accuracy higher than 50.72%, it
should be considered unacceptable. No rigorous gquidelines
have been developed in the literature, but as a general rule
of thumb, an accuracy of 25% greater than the proportional
chance criterion is considered quite good. Our model's ac-
curacy of 80% is well above this threshold.

6. Interpretation

Since the discriminant function is statistically signifi-
cant and the classification accuracy is acceptable, we can now
try to make substantive interpretation of the findings. We
can do this by examining the signs and magnitudes of the standard-
ized discriminant weights attached to each variable in Equation 2,
which is repeated below:

2=0.48600R-0.31368M1-0.54628P + 0.35743C
As mentioned earlier, in standardized form, independent variables
with relatively larger weights contribute more to the discrimi-
nating power of the function. The sign indicates whether the
variable makes a positive or negative contribution. It is seen
that the price variable makes the largest contribution, followed
by reserves, current balance, and money supply.

7. An Approach to 3-Group Classification

As mentioned in Section 1, it may be desirable to establish
a threshold of significance for currency changes. Using a 10%
threshold, we classify the 120 observations into three groups:
appreciations of 10% or more, changes of less than 10%, and

depreciations of 10% or more. Mean values of the variables for

the 3-groups are presented below:

13




Group 1 Group 2 Group 3
App. 10% or more Change less than 10% Dep. 10% or more
(32) (70) (18)
R 1.2722 1.0481 0.9883
Ml 1.0400 ‘ 1.0819 1,0961
P 1.0019 1.0349 1.1167
C -155.0 -1269.9 ~617.2

The relative values of the means for reserves, money supply,
and prices are as expected; however, the mean current balance
figure for the countries in Group 2, which have had currency
depreciations of less than 10%, is lower (worse) than the figure
for Group 3.

Carrying out a stepwise discriminant analysis, we have the
primary discriminant function, in standardized form, given by:

Z = -0.31429R+0.01127M1+0.94268 P (3)

The current balance variable turns ocut to have negligible dis-
criminating power, and is dropped. The price variable is the
most significant.8 The group centroids are -0.62243, -0.01391,
and 1.16081 for Groups 1, 2, and 3 respectively, and the function
is significant at the 0.001 level. The accuracy of the classi-

fication is shown in the following matrix:

No. of Predicted Group Membership
Actual Group Cases Group 1 Group 2 Group 3
Group 1 32 21 10 1
(App. > 10%) (65.6%) (31.3%) (3.1%)
Group 2 70 24 35 11
(Change < 10%) (34.3%) (50%) {15.7%)
Group 3 18 2 6 10
(Dep. > 10%) {(11.1%) (33.3%) (55.6%)
14




The model has an overall classification accuracy of 55%. Although
there are only 3 gross errors (classifying countries in Group 1

as belonging to Group 3 or vice-versa), it seems that the classi-
fication accuracy could be improved with further research.

8. Managerial Use

This section discusses how the model can be used by financial
managers. The major practical use for the Department of Defense
will be in choosing the currency in which various foreign trans-
actions are denominated, and in the timing of payments and billinas
for such transactions.

As mentioned earlier, the economic variables used in fore-
casting currency movements over a given year are available by
April. These can then be inserted into Equation (1) to get the
Z values for each country. The Z score determines whether a
country's currency is predicted to appreciate or depreciate.9
As can be seen from the computer printout (Appendix 3), all
countries predicted to be in the appreciating group have Z-scores
of ~0.026 or more; all countries predicted to be in the depreci-
ating group have Z-score of -0.079 or less. The higher the Z-score,

the greater is the probability of appreciation, and vice versa.

"Depreciating" "Appreciating"

< ~- >

~.079 -.026 0

As an example, we can use the model to "predict" the move-
ment of the British pound over 1980. At the end of 1979, the

pound was worth $2.224, By April 1980, ail the relevant economic




variables were available: R was 1.328, Ml was 1.028, P was 1.019,
and C was 608. (That is, Britain's reserves had grown more
rapidly than those of the U.S., the money supply and prices rose
more rapidly as well, and the current balance--compared to his-
torical experience--had performed better.) Substituting these
values into Equation (1), we have the 2-score for Britain:

2 11.25563+1.00719R-3,.65752M1-8,03142P+0.00011C

11.25563+(1.00719) (1.328)-(3.65752) (1.028)~(8.03142) (1.019)
+ (0.00011) (608)

0.71611

Since this is well above the critical point for appreciation,

the model prediction is that by the end of 1980, the pound should
appreciate above its end-of-1979 value.

The actual value of the pound on April 15, 1980, was $2.198,
It had risen to $2.32 in mid-February, fallen to $2.14 in early
April, then risen again. Such short term fluctuations are
ignored in our model, which uses fundamental economic factors
and has a medium term (one-year) time horizon; in the case of
Britain, these factors indicate that the pound should be worth
more than $2.224 at the end of 1980. (As a matter of interest,
in mid-November the pound stood at $2.41.)

Foreign Purchases: Let us consider a contract for the
purchase of radar equipment from Britain for 5100 million, or
$219.8 million at the exchange rate in mid-April. If, on the
basis of all available information--including but not limited
to this model--the pound is expected to rise above $2,198, the

U.S. can guard against having to pay a larger number of dollars

l6
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than anticipated. 1If the transaction were to be denominated

in pounds, and the pound does appreciate, £100 million would
cost more than $219.8 million, causing cost overruns. If the
contract is still in the negotiation stage, the U.S. can (a)
bargain for a price lower than 5100 million, or (b) press for
the right to have the transaction denominated in dollars. The
forecast can also be used after a contract has been entered into.
If the U.S. has agreed to pay in pounds, and subsequently it
appears that the pound is likely to appreciate, efforts may

be made to speed up payments, since a given number of pounds
should cost more dollars in the future,

Foreign Sales: Now let us consider a contract for the
sale of landing gear to Britain for #10 million, or $21.98 million
at the mid-April exchange rate, If the pound is expected to ap-~
preciate, the U.S. should welcome the opportunity to receive
payment in pounds: a contractually agreed value of £10 million
should yield more than $21.98 million at the end of the year.

The same sort of sﬁrategy can be used for contracts with a
country whose currency is predicted to depreciate against the
dollar. For purchases, U.S. negotiators should try to denominate
the transaction in the foreign currency, since the dollar cost of
a given amount of the foreign currency is expected to decrease
in the future. For sales, the U.S. should try to negotiate pay-
ment in dollars, rather than the foreign currency, which would

yield less than the anticipated amount in dollars.
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9. Conclusion

The results of this study suggest that discriminant analysis
is a useful technique in terms of its ability to distinguish
between currencies which are likely to appreciate and those
which are likely to depreciate. Four economic variables are
seen to be of significant importance as "leading indicators":
price changes, changes in reserves, changes in money supply, and
changes in the current balance. There are, of course, a number
of misclassifications, the classification procedure being very
similar to the standard hypothesis testing in elementary i
statistics. We have two partially overlapping populations, Y
and try to determine which population an observation belongs
to; the misclassifications are like the Type 1 and Type 2 errors.

Some of the misclassifications can ke explained rather

easily: the depreciation of the Japanese yen in 1979, in spite
of favorable economic indicators in the previous period, is
largely due to concern about the price and availability of oil,
given the events in the Middle East and Japan's total reliance
on imported oil. On the whole, the economic predictors used
appear to contain substantial informational content, and provide
an early warning of likely changes in exchange rates. The pre-
dictions should, of course, be corroborated by other information;

the model is not meant to be a substitute for judgment.
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Table 1

Countries in Model

Canada
Austria
Germany
Switzerland
U.K.
Belgium
Australia
Sweden
Japan
Netherlands
Norway
Finland
Turkey

New Zealand
Portugal
Spain

Italy
Greece

France
Denmark




Canada
Austria
Germany
Switzerland
U.K.
Belgium
Australia
Sweden
Japan
Netherlands
Norway
Finland
Turkey

New Zealand
Portugal
Spain

Italy
Greece
France

Denmark

Exchange Rates:

.028
1.327
. 245
.00332
.399
192
.282
.072
1.316
.041
.018
.00154
.033
.225
177

Table 2

Year-End Figures

.054
.381
.382
2.024
.025
1.257
.228
.00328
372
179
.260
.066
1.044
.036
.017
.00146
.028
.223
.162

.060
.423
.408
1.702
.028
1.086
242

.00342

+407
.193
.265
.060
.950
.032
.015
.00114
.027
.201
173

20

.066
.475
.500
1.906
.030
1.141
.214
.00417
.439
.195
.249
.051
1.020
.025
.012
.00115
.028
.213
«173

U.S. § per Unit of Currency

1978
. 843
.075
. 547
.617

2.035
.035

1.151
«233
.00514
.508
.199
.255
.040

1.067
.022
.014
.00121
.028
.239
.196

.015
.00124
.026
.249
.186
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Table 3

Misclassifications, 1974-79

Canada
Austria
Germany
Switzerland
U.K.
Belgium
Australia
Sweden
Japan
Netherlands
Norway
Finland
Turkey

New Zealand
Portugal
Spain

Italy
Greece
France
Denmark

1974 1975 1976 1977 1978 1979
d a d d
d
d
d
a
d a
a a
d
4 a
d
a d
a
a
a
a a
a
a d
d a
a d

Currency actually appreciated, but classified as depreciating

Currency actually depreciated, but classified as appreciating

22




Table 4

Validation - Model Predictions for 1979

Discriminant
Country Score - Predicted Group Actual Group

1. Canada 0.592 1 1l
2. Austria 1.893 1l 1l
3. Germany 1.568 1 1
4, Switzerland 1.681 1l 1l
5. U.K. 0.226 1 1l
6. Belgium 1.124 1 1
7. Australia 0.786 1l 2
8. Sweden 0.556 1 1
9. Japan 1.517 1 2
10. Netherlands 1.565 1 1l
11. Norway 1.005 1 1
12. Finland - 1.931 1l 1
13. Turkey -5.135 2 2
14. New Zealand 0.006 1 2
15, Portugal -0.489 2 2
l6. Spain 0.094 1 1l
17. 1Italy 0.208 1 1
! 18. Greece -0.105 2 2
‘ 19. France 0.946 1l 1l
20. Denmark 1.374 1l 2




FOOTNOTES

lInternational Monetary Fund, International Financial
Statistics. OECD, Main Economic Indicators.

20f the NATO members, Iceland is omitted because of inadequate

data, and Luxembourqg because its currency is tied to the
Belgium franc. Sweden and Switzerland, while having no formal
defense treaties with the U.S., are included because they are
major arms producers.

31t should be mentioned that in this study currencies are classi-

fied as appreciating or depreciating purely on the difference
between the January 1 and December 31 exchange rates, and no
consideration is aiven to movements during the year. Such
movements can be guite significant, as shown in Figure 1, where
quarterly exchange rates for three currencies--the British
pound, the German mark, and the Japanese yen--are plotted.

It is possible that a random deviation at the end of the year
could cause a currency to be misclassified with respect to its
basic trend. Along the same lines, the model predictions refer
to currency movements over one calendar year only.

4As a practical matter, figures are not available immediately.
The time lag in the publication of the data depends on the
country and the variable in question. To improve the practical
applicability of the model, we use those variables which are
published with the least delay, and are at the same time good
predictors. The variables selected are available within 3-4
months for all countries exceot Turkey, i.e., end of December
figures are available by April. Thus, in effect, we can use
the model to get 8-9 months' warning of likely currency changes.

-

5The current balance variable could not be calculated as-a
simple ratio of rates of qrowth, since the figqures could be
positive as well as negative. Thus, we took the current
balance in a given year and compared it to the average current
balance for the previous five years, to see if there was an
improvement or a deterioration as compared to the "normal"
experience. As an example, if the current balance for a country
for 1978 showed a deficit of =40, when the average deficit in
the previous five years had been ~-30, this was a deterioration
of 33%. We would then use an index of 67 for this country.
(No change would give an index of 100, a 20 improvement would
give an index of 120, etc.) The corresponding index for the
U.S. would then be subtracted from this to get the figure used
in our calculations.

24
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FOOTNOTES~--(continued)

6The wholesale price index (WPI) has a theoretical advantage

7

over the consumer price index (CPIl) as far as the effects

on currency movements are concerned. The CPI includes many
items that are not traded internationally, the most important
being services (medical, educational, etc.). The WPI includes
fewer items that are not tradable. Foreian exchanae rates
should be affected more by the nrices of traded goods than by
the prices of non-traded goods.

However, for predictive purposes, we can use the CPI. It is
published sooner than the WPI for most countries, and the
performance in the model is quite similar.

We are placing ourselves in the position of an analyst who
knows, at the beginning of 1979, the values of the independent
variables, but does not know which way each currency would move
in the course of 1979.

81t may be noted that the signs are the opposite of those in

9

our previous 2-gqroup classification. This is because the
Z-scores have been reversed; now, the hiaher the 2Z-score, the
weaker the currency is judged to be. The reason for this
inversion is the overwhelming importance of the price variable.

If the SPSS Discriminant Analysis program is used at this

stage, the Z-score as well as the predicted movement of each
currency is obtained by computer. In the absence of a computer,
the method outlined in the text can be used.
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APPENDIX 1 f

Geometric Representation of Discriminant Analysis

The geometry of linear combinations can be illustrated
with a two variable example. The variables are denoted X and
Y, corre:;ponding to, say, reserves and money supply. We can
represen: the variables by the axes of a rectangular co-ordinate
system, ind then show how a linear combination of these variables
can be roepresented in the same figure.

In /"igure 1, P, and P, represent two countries. For country A
1, the reserve variable has a value of 2, and the money supply
variable a value of 5. The corre:;ponding values for country 2
are 7 and 4. P; and P, have the :o-ordinates (2,5) and (7,4) on
the X, Y plane.

A linear combination o: the variables X and Y, such as
Z = 4X -3Y can be shown on a separate axis. This 2 axis is
located by obtaining the point ( whose co-ordinates on the (X,Y)
plane are equal to the weights given to X and Y respectively,
and drawing a line passing through the origin 0 and Q. 1In our
example, the transformed variable is 2 = 4X - 3Y; thus, we find
the point O with X = 4 and Y = 3, and join 0 and Q. Perpendicu-
lars dropped from P, and Py to 00 (the axis representing 2)
locate the transformed values 0y and 05, corresponding to P
and P,. 0, and 0, are at the proper relative distances from 0:
since Z - 4X -3Y, the 7 scores for our two countries are
4(2)-3(5) = -7 and 4(7)-3(4) = 16 respectively. It may be

verified that 00, is 16/7 or 2.3 times as long as 00;.
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Figure A-1 shows how a two dirensional observation can be

converted into a one dimensional one, and represented along a
new axis by a linear combination of the original two variables.
The same principle holds for linear combinations of any number
of variables, though it is not possible to demonstrate such
transformations in a concrete gecmatric diagram if there are
more than two variables to start with.

Returning to the two variable case, we can project a swarm
of points representing a group--say appreciating countries--to
the transformed axis 2. 1In Fiqure A-2,the centroid C; of the A
swarm is located by the mean values of X andY (say 7 and 6) in

the group. This centroid, when projected on the Z axis, takes

the value 4(7)-3(6) = 10, and the group can be shown as a
distribution centered at that point.

) Similarly, a second swarm of points, representing, say,
depreciating countries, can be shown on the (X,Y) plane, centered
on C,. This group can also be transformed into the 2 axis, and
shown as a univariate distr:bution centered on the projection of
C,. There is some overlap hetween the two distributions; the
objective of discriminant analysis is to find the 2 axis (and
determine the weights of X and Y) which best separates the two

groups.
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